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processes that shape genetic variability and evolutionary
change.The causes of variability and change provide the basis
for understanding why simple vaccines work well against
some viruses, whereas complex vaccine strategies achieve
only limited success against other viruses.

The battle between host and parasite often comes down
to the rates at which attacker and defender molecules bind or
evade each other. The biochemical details of binding and
recognition set the rules of engagement that shape the pace,
scale, and pattern of diversity and the nature of evolutionary
change [45].

The first section of this chapter lists the different ways in
which parasites can gain by varying their antigenic mole-
cules. The parasites may, for example, extend their time of
infection within a particular host by changing their antigenic
molecules to evade the specific recognition built up by the
host immune system. Or the parasites may vary to attack
hosts that had been exposed previously and had built up spe-
cific recognition against prior antigenic molecules.

The second section focuses on the nature of binding and
recognition between host and parasite molecules. I summa-
rize the different ways in which parasites generate new vari-
ants in order to escape molecular recognition.

The third section builds up the individual molecular
interactions into the dynamics of a single infection within a
host. The parasites spread in the host, triggering immune
attack against dominant antigens.The battle within the host
develops through changes in population numbers – the
numbers of parasites with particular antigens and the num-
bers of immune cells that specifically bind to particular
antigens.

The fourth and fifth sections discuss how the successes
and failures of different parasite antigens within each host
determine the rise and fall of parasite variants over space
and time. The distribution of parasite variants sets the
immune memory profiles of different hosts, which in turn
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15.1 INTRODUCTION

Infectious disease remains a major cause of morbidity and
mortality. Consequently, great research effort has been devoted
to parasites and to host immune responses that fight parasites.2

This has led to rapid progress in understanding the biology of
parasites, including the molecular details about how parasites
invade hosts and escape host immune defenses.Vaccines have
followed, sometimes with spectacular success [45].

But many parasites escape host defense by varying their
antigenic molecules recognized by host immunity. Put anoth-
er way, rapid evolution of antigenic molecules all too often
prevents control of parasite populations. The challenge has
been to link molecular understanding of parasite molecules
to their evolutionary change and to the antigenic variation in
populations of parasites.

The growth of information about antigenic variation pro-
vides a special opportunity. For example, one can find in the
literature details about how single amino acid changes in par-
asite molecules allow escape from antibody binding, and how
that escape promotes the spread of variant parasites.
Evolutionary studies no longer depend on abstractions – one
can pinpoint the physical basis for success or failure and the
consequences for change in populations.

Molecular understanding of host–parasite recognition
leads to a comparative question about the forces that shape
variability. Why do some viruses escape host immunity by
varying so rapidly over a few years, whereas other viruses
hardly change their antigens? The answer leads to the

1This chapter is a condensed version of my book, Immunology and Evolution
of Infectious Disease, Princeton University Press, Princeton, NJ, 2002.

2I use the word parasite for all infectious agents, including viruses, bacteria,
and protozoa.



shape the landscape in which parasite variants succeed or
fail. These coevolutionary processes determine the natural
selection of antigenic variants and the course of evolution
in the parasite population. I discuss several methods that
can be used to infer the evolutionary processes that shape
antigenic variation.

15.2 WHY DO PARASITES VARY?

In this section, I describe the benefits that antigenic variation
provides to parasites.These benefits help to explain why par-
asites vary in certain ways.

15.2.1 Extend Length of Infection
Trypanosoma brucei, the protozoan parasite responsible for
human African trypanosomiasis (formerly sleeping sickness),
changes its dominant antigenic surface glycoprotein at a rate
of 10�3 to 10�2 per cell division [138]. The trypanosome
changes to another surface coat by altering expression
between different genes already present in the genome.
Infections lead to successive waves of parasitemia and clear-
ance as novel antigenic types spread and are then checked by
specific immunity.

Some viruses, such as HIV, escape immune attack by
mutating their dominant epitopes [86]. Mutational changes
to new, successful epitopes may be rare in each replication of
the virus. But the very large population size of viruses with-
in a host means that mutations, rare in each replication, often
occur at least once in the host in each parasite generation.

For parasites that produce antigenic variants within hosts,
the infection continues until the host controls all variants,
raises an immune response against a non-varying epitope, or
clears the parasite by nonspecific defenses. Antigenic varia-
tion can extend the total time before clearance [36,47,89].
Extended infection benefits the parasite by increasing the
chances for transmission to new hosts.

15.2.2 Infect Hosts with Prior Exposure
Host immune memory recognizes and mounts a rapid
response against previously encountered antigens. Antigenic
variants that differ from a host’s previous infections escape
that host’s memory response. The distribution of immune
memory profiles between hosts determines the success of
each parasite variant.

In the simplest case, each antigenic type acts like a sepa-
rate parasite that does not cross-react with other variants. As
host individuals age, they become infected by and recover
from different antigenic variants. Thus, the host population
can be classified by resistance profiles based on the past infec-
tion and recovery of each individual [7].

Two extreme cases define the range of outcomes. On the
one hand, each variant may occasionally spread epidemically
through the host population. This leaves a large fraction of
the hosts resistant upon recovery, driving that particular vari-
ant down in frequency because it has few hosts it can infect.

The variant can spread again only after many resistant hosts
die and are replaced by young hosts without prior exposure
to that antigen.Variants may, on the other hand, be main-
tained endemically in the host population.This requires a bal-
ance between the rate at which infections lead to host death
or recovery and the rate at which new susceptible hosts enter
the population. The parasite population maintains as many
variants as arise and do not cross-react, subject to
“birth–death” processes governing the stochastic origin of
new variants and the loss of existing variants.

15.2.3 Infect Hosts with Genetically Variable
Resistance
Host genotype can influence susceptibility to different para-
site variants. For example, MHC genotype determines the
host’s efficiency in presenting particular epitopes to T cells.
From the parasite’s point of view, a particular antigenic vari-
ant may be able to attack some host genotypes but not
others.

Hill [55] pointed out that hepatitis B virus provides a
good model for studying the interaction between MHC and
parasite epitopes. Preliminary reports found associations
between MHC genotype and whether infections were
cleared or became persistent [6,57,136].The hepatitis B virus
genome is very small (about 3000 base pairs, or bp), which
should allow direct study of how variation in viral epitopes
interacts with the host’s MHC genotype.Host genotype can
also affect the structure of the cellular receptors to which par-
asites attach. For example, the human CCR5 gene encodes a
coreceptor required for HIV-1 to enter macrophages.A 32 bp
deletion of this gene occurs at a frequency of 0.1 in European
populations. This deletion prevents the virus from entering
macrophages [81,96,122].It is not clear whether minor vari-
ants of cellular receptors occur sufficiently frequently to favor
widespread matching variation of parasite surface antigens.
Several cases of this sort may eventually be found, but in ver-
tebrate hosts genetic variation of cellular receptors may be a
relatively minor cause of parasite diversity.

15.2.4 Vary Attachment Characters
Parasite surface antigens often play a role in attachment and
entry into host cells or attachment to particular types of host
tissue. Varying these attachment characters allows attack of
different cell types or adhesion to various tissues. Such vari-
ability can provide the parasite with additional resources or
protection from host defenses.Protozoan parasites of the
genus Plasmodium cause malaria in a variety of vertebrate
hosts. Several Plasmodium species switch antigenic type [22].
Switching has been studied most extensively in Plasmodium
falciparum [109]. Programmed mechanisms of gene expression
choose a single gene from among many archival genetic
copies for the P. falciparum erythrocyte membrane protein 1
(PfEMP1) [30].As its name implies, the parasite expresses this
antigen on the surface of infected erythrocytes. PfEMP1
induces an antibody response, which likely plays a role in the
host’s ability to control infection [109].PfEMP1 influences

226 ◆ ENCYCLOPEDIA OF INFECTIOUS DISEASES: MODERN METHODOLOGIES



cytoadherence of infected erythrocytes to capillary endothe-
lia [109].This adherence may help the parasite to avoid clear-
ance in the spleen.Thus, antigenic variants can influence the
course of infection by escaping specific recognition and by
hiding from host defenses [109]. Full understanding of the
forces that have shaped the archival repertoire, switching
process, and course of infection requires study of both specif-
ic immune recognition and cytoadherence properties of the
different antigenic variants.

HIV provides another example.This virus links its surface
protein gp120 to two host-cell receptors before it enters the
cell [96]. One host-cell receptor, CD4, appears to be
required by most HIV variants (but see [117]). The second
host-cell receptor can be CCR5 or CXCR4. Macrophages
express CCR5. A host that lacks functional CCR5 proteins
apparently can avoid infection by HIV, suggesting that the
initial invasion requires infection of macrophages. HIV iso-
lates with tropism for CCR5 can be found throughout the
infection; this HIV variant is probably the transmissive form
that infects new hosts.As an infection proceeds within a
host, HIV variants with tropism for CXCR4 emerge [96].
This host-cell receptor occurs on the surface of the CD4�

(helper) T lymphocytes. The emergence of viral variants
with tropism for CXCR4 coincides with a drop in CD4� T
cells and onset of the immunosuppression that characterizes
AIDS.These examples show that variable surface antigens
may sometimes occur because they provide alternative cell
or tissue tropisms rather than, or in addition to, escape from
immune recognition.

15.3 MECHANISMS THAT GENERATE
VARIATION

In this section, I summarize the different ways in which par-
asites generate antigenic variants.The amount of new varia-
tion and the kinds of new variants influence antigenic poly-
morphism and the pace of evolutionary change [36,47,89].

15.3.1 Mutation and Hypermutation
RNA virus populations typically have high frequencies of
mutants and often evolve rapidly. However, few studies have
provided direct estimates of mutation rates.The limited data
suggest relatively high mutation rates on the order of 10�4 to
10�5 per base per replication [31,38,39,106].

Drake et al. [38] summarized mutation rates for various
microbes with DNA chromosomes.They found an amazingly
consistent value of approximately 0.003 mutations per
genome per generation.This value holds over genomes that
vary in total size by from 6 � 103 to 4 � 107 bp; conse-
quently, the per base mutation rates also vary over four orders
of magnitude from 7 � 10�7 to 7 � 10�11.

None of the microbes summarized in Drake et al. face
intense, constant selective pressure on antigens imposed
by vertebrate immunity – for example, it is unlikely that
Escherichia coli depends on antigenic variation to avoid

clearance from its hosts. It would be interesting to know if
pathogens under very intense selection by host immunity
have higher baseline mutation rates than related microbes
under less intense immune pressure.High genome-wide
mutation rates arise in bacteria by spontaneous mutator
mutations, in which the mutator alleles raise the error rate
during replication [38].The mutator alleles probably are var-
ious DNA replication and repair enzymes.Ten or more genes
of E. coli can develop mutator mutations.Assuming that each
gene has about 1000 bases, the overall mutation rate of muta-
tor loci is 10 � 1000 � 5 � 10�10 � 10�6 to 10�5, based
on the per base mutation rate in given in Drake et al. [38].
Some mutations will be nearly neutral; others will cause
extremely high mutation rates and will never increase in fre-
quency.Typical E. coli cultures accumulate mutator mutants at
a frequency of less than 10�5 [78], probably because most
mutations are deleterious and therefore selection does not
favor increased mutation rates. However, mutators can be
strongly favored when the competitive conditions and the
selective environment provide opportunities for the mutators
to generate more beneficial mutations than the non-mutators
[28,78]. In this case, mutators increase because they are linked
with a higher frequency of beneficial mutations.

Although mutators are typically rare in freshly grown lab-
oratory cultures, hospital isolates of E. coli and Salmonella
enterica sometimes have mutator frequencies above 10�2

[51,65,73]. Extensive serial passage in the laboratory can also
lead to high frequencies of mutators [124]. Thus, it appears
that rapid change of hosts or culture conditions can increase
the frequency of mutators 1000-fold relative to stable envi-
ronmental conditions. As Drake et al. [38] point out, theory
suggests that mutators can speed adaptation in asexual
microbes [74,89,135]. It would be interesting to compare
naturally occurring frequencies of mutators in stable and rap-
idly changing selective environments.

Targeting mutations to key loci would be more efficient
than raising the genome-wide mutation rate.Various mecha-
nisms can increase the mutation rate over short runs of
nucleotides [47,111]. For example, Streptococcus pyogenes coats
its surface with a variable M protein, of which 80 antigeni-
cally distinct variants are known [43,71]. The amino acid
sequence of the M6 serotype revealed repeats in three regions
of the protein [58,59].

Sequence analysis of variant M proteins suggests that
mutations occur by generating both gains and losses of the
duplications. These mutations probably arise by intragenic
recombination between the DNA repeats, but may be creat-
ed by slippage during replication. Slippage mutations over
repeated DNA lead to gain or loss in the number of repeats
and occur at frequencies much higher than typical replication
errors [29]. The repeats of the M protein are multiples of
three bases; thus changes in repeat number do not cause
frameshift mutations. Some of the repeats vary slightly in base
composition, so recombinations can alter sequence composi-
tion as well as total length.Fussenegger [47] reviews several
other cases of bacterial cell-wall proteins that have repeated
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sequences, most of which occur in multiples of 3 bp. Repeats
are often associated with binding domains for other proteins
or polysaccharides [145], so perhaps the ability to generate
variable-length domains provides an advantage in attachment
to host tissues or in escape from host immunity.

Apart from the well-known case of repeats and replication
slippage, no evidence at present associates antigenic sites with
higher replication errors. But this would certainly be an
interesting problem to study further. One could, for example,
focus on associations between mutation rate and nucleotide
sequence. Comparison would be particularly interesting
between epitopes that evolve rapidly and conserved regions
of antigenic molecules that evolve slowly. Such comparison
may help to identify aspects of nucleotide composition that
promote higher error rates in replication.

In summary, microbial mutation rates per nucleotide
decline with increasing genome size, causing a nearly con-
stant mutation rate per genome per generation of about
0.003. Genome-wide hypermutation can raise the mutation
rate at all sites within the genome. Such mutator phenotypes
probably have altered replication enzymes. Low frequencies
of mutator phenotypes have been observed in stable popula-
tions of E. coli, whereas fluctuating populations appear to
maintain higher frequencies of mutators. In some cases,
hypermutation may be targeted to certain genes by DNA
repeats and other DNA sequence motifs that promote local
replication errors.

15.3.2 Stochastic Switching Between Archival
Copies
Many pathogens change critical surface molecules by switch-
ing expression between alternative genes. At least four types
of switch mechanisms occur: replication errors that turn
expression on or off, invertible promoters that change the
direction of transcription, gene conversion into fixed expres-
sion sites, and transcriptional silencing of alternative genes.

15.3.2.1 Regulatory switches by replication errors
of short repeats Short, repeated nucleotide sequences
often lead to high error rates during replication. Repeats have
recurring units typically with 1–5 bases per unit. Short,
repeated DNA sequences probably lead to replication errors
by slipped-strand mispairing [29,75,87]. Errors apparently
arise when a DNA polymerase either skips forward a repeat
unit, causing a deletion of one unit, or slips back one unit,
producing a one-unit insertion.Gene expression can be
turned on or off by insertions or deletions. Inserted or delet-
ed repeats within the coding sequence cause frameshift muta-
tions that prevent translation and production of a full protein.
For example, the 11 opacity genes of Neisseria meningitidis
influence binding to host cells and tissue tropism.These genes
each have between eight and 28 CTCTT repeats, which can
disrupt or restore the proper translational frame as the num-
ber of repeats changes [129,130].The limited repertoire of 11
genes and the crude on–off switching suggest that variable
expression has more to do with altering cell tropism than

with escape from host immunity [47].On–off switches can
also be created by short repeats in transcriptional control
regions. Bordetella pertussis controls expression of two distinct
fimbriae by transcriptional switching [144]. Fimbriae are bac-
terial surface fibers that attach to host tissues. Particular cells
produce both, only one, or neither of the fimbrial types.
Sequences of about 15 C nucleotides in the transcriptional
promoters of each of the two genes influence expression.The
actual length of the poly-C sequence varies, probably by
slipped-strand mispairing during replication. The length
affects transcription of the attached gene. Thus, by the sto-
chastic process of replication errors, the individual loci are
turned on and off. Again, this sort of switching may have
more to do with tissue tropism than with escape from
immune recognition.

15.3.2.2 Invertible sequences E. coli stores two alterna-
tive fimbriae genes adjacent to each other on its chromosome
[1].A promoter region between the two genes controls tran-
scription. The promoter triggers transcription in only one
direction, thus expressing only one of the two variants.
Occasionally, the promoter flips orientation, activating the
alternative gene. The ends of the promoter have inverted
repeats, which play a role in the recombination event that
mediates the sequence inversion. Salmonella uses a similar
mechanism to control flagellum expression [120].

Moraxella species use a different method to vary pilin
expression [79,115]. The variable part of the pilin gene has
alternate cassettes stored in adjacent locations. Inverted
repeats flank the pair of alternate cassettes, causing the whole
complex occasionally to flip orientation.The gene starts with
an initial constant region and continues into one of the cas-
settes within the invertible complex.When the complex flips,
the alternate variable cassette completes the gene. Several
bacteriophage use a similar inversion system to switch genes
encoding their tail fibers, which determine host range
[61,66].

15.3.2.3 Gene conversion Some pathogens store many
variant genes for a surface antigen, but express only one of
the copies at any time. For example, there may be a single
active expression site at which transcription occurs.
Occasionally, one of the variant loci copies itself to the
expression site by gene conversion – a type of intragenomic
recombination that converts the target without altering the
donor sequence. The genome preserves the archival library
without change, but alters the expressed allele.

The spirochete Borrelia hermsii has approximately 30 alter-
native loci that encode an abundant surface lipoprotein [12].
There is a single active expression site when the spirochete is
in mammalian hosts [13]. The expression site is changed by
gene conversion to one of the variant archival copies at a rate
of about 10�4 to 10�3 per cell division [14,131]. A small
number of antigenic variants dominate the initial parasitemia
of this blood-borne pathogen.The host then clears these ini-
tial variants with antibodies. Some of the bacteria from this
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first parasitemia will have changed antigenic type. Those
switches provide new variants that cause a second para-
sitemia, which is eventually recognized by the host and
cleared. The cycle repeats several times, causing relapsing
fever.

The protozoan T. brucei has hundreds of alternative loci
that encode the dominant surface glycoprotein [16,105].
Typically, each cell expresses only one of the alternative loci.
Switches in expression occur at a rate of up to 10�2 per cell
division [138]. The switch mechanism is similar to that in
Borrelia hermsi – gene conversion of archival copies into a
transcriptionally active expression site. T. brucei has approxi-
mately 20 alternative transcription sites, of which only one is
usually active. Thus, this parasite can also change expression
by switching between transcription sites. It is not fully under-
stood how different transcription sites are regulated.

15.3.2.4 Transcriptional silencing Changing tran-
scriptional activation between different sites appears to be the
mechanism by which P. falciparum regulates expression of its
major surface antigen. P. falciparum expresses the var gene
within erythrocytes. The gene product, PfEMP1, moves to
the surface of the host cell, where it influences cellular adhe-
sion and recognition by host immunity [37]. The var genes
are highly diverse antigenically [133]. Each parasite exports
only one PfEMP1 type to the erythrocyte surface, but a clone
of parasites switches between PfEMP1 types [121]. Switching
leads to a diverse population of PfEMP1 variants within a
host and even wider diversity among hosts.It appears that
many var loci are transcribed during the first few hours after
erythrocyte infection, but only a single var gene transcript is
active when PfEMP1 is translated and moved to the erythro-
cyte surface [30,118]. It may be that some mechanism shuts
down expression of all but one locus without modifying the
DNA sequence. Expression may be influenced by an interac-
tion between an intron and the promoter, but the details need
to be worked out [25,35].

15.3.3 Intragenomic Recombination
New variants of alternative genes in archival libraries may be
created by recombination. For example, Rich et al. [110]
found evidence for recombination between the archived loci
of the variable short protein (Vsp) of B. hermsii.They studied
the DNA sequences of 11 vsp loci within a single clone.
These vsp loci are silent, archival copies that can, by gene
conversion, be copied into the single expression site. The
genes differ by 30–40% in amino acid sequence, providing
sufficient diversity to reduce or eliminate antigenic cross-
reactivity within the host.Rich et al. [110] used statistical
analyses of vsp sequences to infer that past recombination
events have occurred between archival loci. Those analyses
focus on attributes such as runs of similar nucleotides
between loci that occur more often than would be likely if
alleles diverged only by accumulating mutations within each
locus. Shared runs can be introduced into diverged loci by
recombination.The archival antigenic repertoire of T. brucei

evolves rapidly [105].This species has a large archival library
and multiple expression sites, but only one expression site is
active at any time. New genes can be created within an active
expression site when several donor sequences convert the site
in a mosaic pattern [10,103].When an active expression site
becomes inactivated, the gene within that site probably
becomes protected from further gene conversion events
[102,104]. Thus, newly created genes by mosaic conversion
become stored in the repertoire. Perhaps new genes in silent
expression sites can move into more permanent archival loca-
tions by recombination, but this has not yet been observed.
Recombination between silent, archived copies may also
occur, which, although each event may be relatively rare,
could strongly affect the evolutionary rate of the archived
repertoire.

15.3.4 Mixing Between Genomes
New antigenic variants can be produced by mixing genes
between distinct lineages.This happens in three ways.

Segregation brings together chromosomes from different
lineages. Reassortment of influenza A’s neuraminidase and
hemagglutinin surface antigens provides the most famous
example [70].The genes for these antigens occur on two sep-
arate RNA segments of the genome – the genome has a total
of eight segments.When two or more viruses infect a single
cell, the parental segments all replicate separately and then are
packaged together into new viral particles. This process can
package the segments from different parents into a new
virus.New neuraminidase–hemagglutinin combinations pres-
ent novel antigenic properties to the host. Rare segregation
events have introduced hemagglutinin from bird influenza
into the genome of human influenza [143]. The novel
hemagglutinins cross-reacted very little with those circulating
in humans, allowing the new combinations to sweep through
human populations and cause pandemics.

Intergenomic recombination occurs when chromosomes from
different lineages exchange pieces of their nucleotide
sequence. In protozoan parasites such as Plasmodium and cer-
tain Trypanosoma species (e.g., brucei), recombination happens
as part of a typical Mendelian cycle of outcrossing sex
[33,64]. Recombination can occur in viruses when two or
more particles infect a single cell. DNA viruses may recom-
bine relatively frequently because they can use the host’s
recombination enzymes [132]. RNA viruses may recombine
less often because the host lacks specific enzymes to mediate
reciprocal exchange of RNA segments. However, many
descriptions of RNA virus recombination have been report-
ed [72,112]. In all cases, even rare recombination can provide
an important source for new antigenic variants.Horizontal
transfer of DNA between bacteria introduces new nucleotide
sequences into a lineage [97].Transformation occurs when a
cell takes up naked DNA from the environment. Some
species transform at a particularly high rate, suggesting that
they have specific adaptations for uptake and incorporation
of foreign DNA [48]. For example, Neisseria species transform
frequently enough to have many apparently mosaic genes
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from interspecies transfers [48,127,148], and N. gonorrhoeae
has low linkage disequilibrium across its genome [86].
Horizontal transfer also occurs when bacteriophage viruses
carry DNA from one host cell to another or when two cells
conjugate to transfer DNA from a donor to a recipient [97].

15.4 INTERACTIONS WITH HOST IMMUNITY

Specific immunity favors parasites that change their antigens
and escape recognition. In this section, I summarize examples
of parasite escape and the consequences for antigenic diver-
sity within hosts.

15.4.1 Natural Selection of Antigenic Variants
In several pathogens, a changing profile of antigenic variants
characterizes the course of infection within a single host.
Natural selection favors variants that escape immune recog-
nition, although escape is often temporary. Selection may also
favor diversification of the pathogens for the ability to attack
different types of host cells. I briefly summarize a few
examples.

15.4.1.1 Simian immunodeficiency virus (SIV) and
HIV Soudeyns et al. [126] identified the regions of the
HIV-1 envelope under strong selective pressure by analyzing
the pattern of nucleotide changes in the population. They
compared the rate of non-synonymous dn nucleotide
replacements that cause an amino acid change versus the rate
of synonymous ds nucleotide replacements that do not cause
an amino acid change.A high dn/ds ratio suggests positive nat-
ural selection favoring amino acid change; a low dn/ds ratio
suggests negative natural selection opposing change in amino
acids [100].Soudeyns et al. [126] found that regions of the
envelope gene under strong positive selection corresponded
to epitopes recognized by CTLs.The non-synonymous sub-
stitutions in these epitopes typically abolished recognition by
a matching CTL clone.The population of viruses accumulat-
ed diversity in the dominant epitopes over the course of
infection within hosts.These results suggest that CTL attack
based on specific recognition drives the rapid rate of amino
acid replacements in these epitopes.

Kimata et al. [67] studied properties of SIV isolated from
early and late stages of infection within individual hosts.The
early viruses infected macrophages, replicated slowly, and the
viral particles were susceptible to antibody-mediated clear-
ance. The late viruses infected T cells, replicated more than
1000 times faster than early viruses, and were less sensitive to
antibody-mediated clearance.Kimata et al. [67] did not deter-
mine the viral amino acid changes that altered cell tropism of
SIV. Connor et al. [32] found that changes in the host-cell
coreceptors used by early and late HIV-1 correlated with
changes in cell tropism, but it is not yet clear which changes
are essential for the virus’s tropic specificity.Connor et al. [32]
did show that the population of early viruses used a narrow
range of coreceptors, whereas the late viruses were highly

polymorphic for a diverse range of host coreceptors. Clearly,
the virus is evolving to use various cell types.

The relative insensitivity of late SIV to antibody appar-
ently depended on increased glycosylation of the envelope
proteins. The late viruses with increased glycosylation were
not recognized by antibodies that neutralized the early viruses.
Viruses that escape antibody recognition gain significant
advantage during the course of infection [27,116]. Kimata
et al. [67] showed that, when injected into a naive host, the
late SIV did not stimulate as much neutralizing antibody as
did the early SIV.Additional glycosylation apparently reduces
the ability of antibodies to form against the viral surface.
Presumably, the glycosylation also hinders the ability of the
virus to initiate infection; otherwise both early and late viruses
would have enhanced glycosylation.Both the early,
macrophage-tropic SIV and the late, T cell-tropic SIV used
the host coreceptor CCR5 [67]. That observation contrasts
with a study of early and late HIV-1 isolated from individual
hosts, in which Connor et al. [32] found that early,
macrophage-tropic viruses depended primarily on the
CCR5 coreceptors, whereas the population of late viruses
had expanded coreceptor use to include CCR5, CCR3,
CCR2b, and CXCR4.

Many other studies focus on HIV diversification within
hosts (e.g. [5,49,117]).

15.4.1.2 Hepatitis C virus (HCV) Farci et al. [41]
obtained HCV samples at various stages of infection within
individual hosts. They sequenced the envelope genes from
these samples to determine the pattern of evolution within
hosts.They then compared the evolutionary pattern with the
clinical outcome of infection, which follows one of three
courses: clearance in about 15% of cases; chronic infection
and either slowly or rapidly progressive disease in about 85%
of cases; and severe, fulminant hepatitis in rare cases.

Farci et al. [41] sampled three major periods of infection:
the incubation period soon after infection; during the
buildup of viremia but before significant expression of spe-
cific antibodies; and after the host’s buildup of specific anti-
bodies.The sequence diversity within hosts identified two
distinct regions of the envelope genes. The hypervariable
region evolved quickly and appeared to be under positive
selection from the host immune system, whereas other
regions of the envelope genes had relatively little genetic
variation and did not evolve rapidly under any circumstances.
Thus, the following comparisons focus only on the hyper-
variable region.

Those hosts that eventually cleared the virus had similar or
higher rates of viral diversification before antibodies appeared
than did those patients that developed chronic infection. By
contrast, after antibodies appeared, chronic infection was cor-
related with significantly higher viral diversity and rates of
evolution than occurred when the infection was eventually
cleared. It appears that hosts who cleared the infection could
contain viral diversity and eventually eliminate all variants,
whereas those that progressed to chronic infection could not

230 ◆ ENCYCLOPEDIA OF INFECTIOUS DISEASES: MODERN METHODOLOGIES



control viral diversification.The rare and highly virulent ful-
minant pattern had low viral diversity and rates of evolution.
This lack of diversity suggests either that the fulminant form
may be associated with a single viral lineage that has a strong
virulence determinant or that some hosts failed to mount an
effective immune response.

15.4.1.3 Generality of within-host evolution of antigens
HIV and HCV share several characters that make them par-
ticularly likely to evolve within hosts.They are RNA virus-
es, which have relatively high mutation rates, relatively sim-
ple genomes, simple life cycles, potentially high replication
rates, and potentially high population sizes within hosts. HIV
and HCV also typically develop persistent infections with
long residence times in each host. If the mutation rate per
nucleotide per replication is 10�5 and the population of
viruses is of the order of 1010 within a host, then there are
105 point mutations at every site in every generation. For
every pair of sites, there will usually be at least one virus that
carries mutations at both sites. Thus, there is a tremendous
influx of mutational variation.Other RNA viruses such as
influenza also have high mutation rates and potentially large
populations within hosts, but the hosts typically clear infec-
tions within 2 weeks. Some within-host evolution very like-
ly occurs, but it does not play a significant role in the infec-
tion dynamics within hosts.DNA-based pathogens produce
much less mutational variation per replication. But large
population sizes, long infection times, and hypermutation of
epitopes could still lead to significant evolution within hosts.
At present, the persistent RNA infections have been studied
most intensively because of their obvious potential for rapid
evolutionary change. As more data accumulate, it will be
interesting to compare the extent and the rate of within-host
evolutionary change in various pathogens.

15.4.2 Pathogen Manipulation of Host 
Immune Dynamics
Pathogens use several strategies to interfere with host
immunity.A parasite’s exposed surface antigens or candidate
CTL epitopes may lack variation because the parasite can
repel immune attack. I do not know of any evidence to sup-
port this idea, but it should be considered when studying
candidate epitopes and their observed level of antigenic
variation.

Several reviews summarize viral methods for reducing
host immunity (e.g. [4,128]). Some bacteria also interfere
with immune regulation [114]. I list just a few viral examples,
taken from the outline given by Tortorella et al. [137].

Some viruses interfere with MHC presentation of anti-
gens. Cases occur in which viruses reduce MHC function at
the level of transcription, protein synthesis, degradation,
transport to the cell surface, and maintenance at the cell sur-
face.The host’s natural killer (NK) cells attack other host cells
that fail to present MHC class I molecules on their surface.
Viruses that interfere with normal class I expression use
various methods to prevent NK attack, for example, viral

expression of an MHC class I homolog that interferes with
NK activation.

Host cells often use programed suicide (apoptosis) to con-
trol infection.Various viruses interfere with different steps in
the apoptosis control pathway.

The host uses cytokines to regulate many immune func-
tions. Some viruses alter expression of host cytokines or
express their own copies of cytokines. Other viruses express
receptors for cytokines or for the constant (Fc) portion of
antibodies. These viral receptors reduce concentrations of
freely circulating host molecules or transmit signals that alter
the regulation of host defense.

15.4.3 Sequence of Variants in Active
Switching from Archives
Some parasites store alternative genes for antigenic surface
molecules. Each individual parasite usually expresses only one
of the alternatives [36,47]. Parasite lineages change expression
from one stored gene to another at a low rate. In T. brucei, the
switch rate is about 10�3 or 10�2 per cell division
[138].Antigenic switches affect the dynamics of the parasite
population within the host. For example, the blood-borne
bacterial spirochete B. hermsii causes a sequence of relapsing
fevers [11,12]. Each relapse and recovery follows from a spike
in bacterial density.The bacteria rise in abundance when new
antigenic variants escape immune recognition and fall in
abundance when the host generates a specific antibody
response to clear the dominant variants. Switches between
types within a cellular lineage occur stochastically. But the
sequence of variants that dominate sequential waves of para-
sitemia tends to follow a repeatable order in T. brucei [15,50]
and probably in Borrelia [14].Temporal separation in the rise
of different antigenic variants allows trypanosomes to contin-
ue an infection for a longer period of time [141]. If all vari-
ants rose in abundance early in the infection, they would all
stimulate specific immune responses and be cleared, ending
the infection. If the rise in different variants can be spread
over time, then the infection can be prolonged.The puzzle is
how stochastic changes in the surface antigens of individual
parasites can lead to an ordered temporal pattern at the level
of the population of parasites within the host
[3,17,44,139,140]. Five hypotheses have been developed,
none of which has strong empirical support at present. I
briefly describe each idea.

First, the antigenic variants may differ in growth rate.
Those that divide more quickly could dominate the early
phases of infection, and those that divide more slowly could
increase and be cleared later in the infection [119]. Computer
studies and mathematical models show that variable growth
rates alone cannot easily explain wide separation in the times
of appearance of different variants [3,69]. Only with a very
large spread in growth rates would the slowest variant be able
to avoid an immune response long enough to develop an
extended duration of total infection. Aslam and Turner [8]
measured the growth rates of different variants of T. brucei and
found little difference between the variants.
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Second, parasite cells may temporarily express both the old
and new antigens in the transition period after a molecular
switch in antigenic type [3].The double expressers could expe-
rience varying immune pressure depending on the time for
complete antigenic replacement or aspects of cross-reactivity.
This would favor some transitions to occur more easily than
others, leading to temporal separation in the order of appear-
ance for different antigenic variants. This model is rather
complex and has gained little empirical or popular support,
as discussed in several papers [2,18,19,21,90].

Third, the switch probabilities between antigenic variants
may be structured in a way to provide sequential dominance
and extended infection [44]. If the transition probabilities
from each variant to the other variants are chosen randomly,
then an extended sequence of expression does not develop
because the transition pathways are too highly connected.
The first antigenic types would generate several variants that
develop a second parasitemia. Those second-order variants
would generate nearly all other variants in a random switch
matrix.The variants may arise in an extended sequence if the
parasite structures the transition probabilities into separate
sets of variants, with only rare transitions between sets. The
first set of variants switches to a limited second set of vari-
ants, the second set connects to a limited third set, and so on.
Longer infections enhance the probability of transmission to
other hosts. Thus, natural selection favors the parasites to
structure their switch probabilities in a hierarchical way in
order to extend the length of infection. Paget-McNicol et al.
[101] also developed a model in which switch rates vary, but
did not consider how natural selection might modulate
switch rates.

Fourth, Recker et al. [108] noted that hosts with stronger
cross-reactive immune responses against P. falciparum variants
are more likely to sustain chronic infections. Presumably,
chronic infections mean that the parasite’s repertoire of anti-
genic surface molecules can be structured into a pattern of
sequential dominance. Based on these points, Recker et al.
developed a model in which host immunity develops against
two distinct components of the variable surface antigens.
One part of the immune response develops lasting immuni-
ty against a unique component of each antigen.Another part
of the host response develops short-lived immunity against a
component of the antigenic molecule that is shared by other
antigenic types.With these points in mind, imagine how a
malarial infection would play out. One or a few antigenic
variants dominate the initial parasitemia. The host develops
specific immunity against each variant. One part of the
immune response is specific for each variant and long-lived,
clearing each variant and preventing another dominant wave
of parasitemia by that variant. Another part of the immune
response against a particular variant cross-reacts with many
other variants – this cross-reactive component lasts only for a
short while.As the initial parasitemia develops, some cells will
have switched expression to other antigenic surface variants.
As the first parasitemia clears, the next wave of parasitemia
will develop from those rare variants that are least affected by

the cross-reactive part of the host immune response.As those
favored types develop into strong parasitemia, the process
repeats, favoring in the subsequent wave those variants that
cross-react least with the previous wave.Molineaux et al. [88]
developed a more complex model of P. falciparum parasitemia
dynamics and host immunity.Their model includes fitted val-
ues for how the various components of immunity clear par-
asites and variation in growth rate of different variants.This is
an interesting analysis, but with so many parameters, it is dif-
ficult to determine whether the good fit with data arises
from so many degrees of freedom or from a model that prop-
erly highlights the essential features of antigenic variation.

Turner [139] proposed a fifth explanation for high switch
rates and ordered expression of variants.The parasite faces a
trade-off between two requirements. On the one hand, com-
petition between parasite genotypes favors high rates of
switching and stochastic expression of multiple variants early
in an infection. On the other hand, lower effective rates of
switching later in an infection express variants sequentially
and extend the total length of infection.Many T. brucei infec-
tions in the field probably begin with inoculation by multi-
ple parasite genotypes transmitted by a single tsetse fly vector
[77].This creates competition between the multiple genotypes.
According to Turner [139], competition intensifies the selec-
tive pressure on parasites to express many variants – variation
allows escape from specific immunity by prior infections and
helps to avoid cross-reactivity between variants expressed by
different genotypes.These factors favor high rates of stochas-
tic switching.The effective rate of switching drops as the
infection progresses because the host develops immunity to
many variants. Effective switches occur when they produce
novel variants, and the rate at which novel variants arise
declines over the course of infection. Those novel variants,
when they do occur, can produce new waves of parasitemia,
promoting parasite transmission.

Turner’s idea brings out many interesting issues, particu-
larly the role of competition between genotypes within a
host. But his verbal model is not fully specified. For example,
delayed expression of some variants and extended infection
depend on the connectivity of transition pathways between
variants, an issue he does not discuss. The problem calls for
mathematical analysis coupled with empirical study.
Connectivity of transition pathways between variants plays
an important role in most theories. In Agur et al.’s [3] model,
host immunity acting differentially on double expressers dur-
ing the switch process favors some transitions over others. In
Frank’s [44] model, the different rates of molecular switching
between variants provides structure to transition pathways. In
Recker et al.’s [108] model, short-lived and cross-reactive
host immunity favors particulars sequences of antigenic dom-
inance. Turner’s [139] model is not fully specified, but to
work it must also provide a tendency for some transitions to
be favored over others – this may occur by chance with ran-
dom and rare switching or perhaps may favor common
switches early and rare switches later in the sequence, more
or less as in Frank’s [44] model.
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Connectivity of transition pathways has not been studied
empirically. Frank and Barbour [46] have recently discussed
this issue based on reanalysis of earlier data from B. hermsii.

15.5 EXPERIMENTAL EVOLUTION

Experimental evolution manipulates the environment of a
population and observes the resulting pattern of evolutionary
change. This allows one to study the selective forces that
shape antigenic diversity. For example, one could manipulate
immune selection by exposing parasites to different regimes
of monoclonal antibodies. The parasites’ evolutionary
response reveals the adaptive potential and the constraints
that shape patterns of antigenic variation.

In this chapter, I describe experimental evolution studies
of foot-and-mouth disease virus (FMDV). I also use this virus
as a case study to show how different methods combine to
provide a deeper understanding of antigenic variation.These
approaches include structural analysis of the virion, function-
al analysis of epitopes with regard to binding cellular recep-
tors, sequence analysis of natural isolates, and experimental
analysis of evolving populations.

15.5.1 Antigenicity and Structure of FMDV
FMDV is an RNA virus that frequently causes disease in
domesticated cattle, swine, sheep, and goats [107]. FMDV
populations maintain antigenic diversity in several rapidly
evolving epitopes [42,85].

The most important epitopes occur on the GH loop of
the VP1 surface protein [82,84,125].This loop has about 20
amino acids that contribute to several overlapping epitopes.
These antibody-binding sites appear to be determined most-
ly by the amino acids in the GH peptide (a continuous epi-
tope). Antibodies that bind to an isolated GH peptide also
neutralize intact viruses.

Many antibody escape variants occur in the GH loop,
leading to extensive genetic variation in this region.
However, a conserved amino acid triplet, Arg-Gly-Asp
(RGD), also binds to antibodies.This conserved triplet medi-
ates binding to integrin host-cell receptors typically used in
FMDV attachment and entry [20,92,125].The GH loop of
VP1 contains continuous epitopes that together define the
hypervariable antigenic site A common to all serotypes.
Discontinuous epitopes occur when amino acid residues
from widely separated sequence locations come together
conformationally to form a binding surface for antibodies.
Two antigenic sites of serotypes A, O, and C have discontin-
uous epitopes that have received widespread attention
[42,84].

15.5.2 Antibody Escape Mutants
Many antibody escape mutants have been sequenced (refer-
ences in [80]). One can develop a map of natural escape vari-
ants by comparing changes in sequence with differences in
binding affinity to a panel of monoclonal antibodies (Mabs).

Two problems of interpreting selective pressures arise from
an escape map based on natural variants. First, field isolates do
not control the multitude of evolutionary pressures on varia-
tion. Mutants may spread either in direct response to anti-
body pressure, in response to other selective pressures, or by
stochastic fluctuations independent of selective forces. Lack
of variability may result either from lack of antibody pressure
or from constraining selective pressures such as binding to
host receptors.

The second problem for interpreting selective pressures
from natural isolates concerns lack of control over genetic
background. Whether a particular amino acid site affects
antibody affinity may depend on conformation-changing
variants at other sites.

Site-directed mutagenesis controls amino acid replace-
ments in a fixed genetic background. One can alter sites that
do not vary naturally to test for effects on antibody binding.
Site-directed mutagenesis has provided useful information
for FMDV [83]. But this method can only define changes in
antibody binding; it does not show how viral populations
actually respond to immune pressure.Several studies have
applied monoclonal or polyclonal antibodies to FMDV in
laboratory culture [82,125]. This allows direct control of
selective pressure by comparing lines with and without expo-
sure to antibodies. In addition, cultures can be started with
genetically monomorphic viruses to control genetic back-
ground.

Martinez et al. [80] began laboratory evolution studies
from a single viral clone of serotype C. These viruses were
grown on baby hamster kidney cells (BHK-21).All host cells
were derived from a single precursor cell.Two separate viral
lines were established. C-S8c1 developed through three suc-
cessive plaque isolations. C-S8c1p100 began with C-S8c1
and developed through 100 serial passages on a monolayer of
BHK-21 cells.The host cells were refreshed from independ-
ent stock in each passage and therefore did not coevolve with
the virus over the passage history.

In natural isolates, extensive sequence variability in the
GH loop of VP1 correlates with escape from antibody neu-
tralization. However, the Arg-Gly-Asp (RGD) sequence near
the center of this GH loop is invariant in field isolates [125].
Controlled studies of laboratory evolution provide some
insight into the evolution of this region.

The monoclonal antibody SD6 binds to an epitope span-
ning residues 136–147 in the GH loop of VP1. Martinez et al.
[80] applied selective pressure by SD6 after establishment of
the separate viral lines C-S8c1 and C-S8c1p100 by growing a
cloned (genetically monomorphic) isolate in the presence of
the antibody and sampling escape mutants. Nucleotide
sequences of escape mutants were obtained. Each mutant
(except one) escaped antibody neutralization by a single amino
acid change.The different locations of these mutations in the
original (C-S8c1) line compared with the serially passaged (C-
S8c1p100) line provide the most striking result of this study.
The original line conserved the Arg-Gly-Asp (RGD) motif at
positions 141–143. By contrast, the serially passaged line had
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numerous mutations within the RGD motif. Figure 15.1 con-
trasts the location of mutants for the two lines.

Variants in the RGD motif had not previously been
observed in spite of neutralizing antibodies’ affinity for this
region.The RGD motif was thought to be invariant because
of its essential role in binding to the host cell.Yet, the serial-
ly passaged line accumulated variants in this region. Those
variants replicated with the same kinetics as the parental
viruses of C-S8c1p100, with no loss in fitness. Baranowski
et al. [9] showed that lineages with an altered RGD motif use
an alternative pathway of attachment and entry to host cells.

Martinez et al. [80] sequenced the capsid genes from the
original line, the serially passaged line, and an escape mutant
of the serially passaged line.The escape mutant from the seri-
ally passaged line differed from the parental virus of this line
only at a single site in the RGD region.Tolerance to replace-
ments in the RGD region must follow from the differences
accumulated by C-S8c1p100 during serial passage. Six amino
acids differed between the original and serially passaged lines.
Apparently, those substitutions changed cell tropism proper-
ties of the virus and allowed variation in the previously
invariant RGD motif.

15.5.3 Cell Binding and Tropism
Attachment and entry to host cells impose strong natural
selection on some regions of the viral surface. Experimental
evolution provides one approach to analyze those selective
forces, as described in the previous section. In this section, I
briefly summarize further studies of amino acid variation in

the FMDV capsid and the consequences for attachment and
entry to host cells.Jackson et al. [62] compared the affinity
of different viral genotypes for two integrin receptors, ���3

and �5�1. The standard RGD motif was required for both
receptors. The following amino acid at the RGD�1 posi-
tion influenced relative affinity for the two integrin types.
For ���3, several different amino acids at RGD�1 allowed
binding, consistent with this receptor’s multifunctional role
in binding several ligands. By contrast, �5�1 has narrower
specificity, favoring a leucine at RGD�1.Jackson et al. [62]
compared two viruses that differed only at RGD�1, the
first with an arginine and the second with a leucine. The
first virus had relatively higher affinity for ���3 compared
with �5�1. By contrast, the second virus had relatively higher
affinity for �5�1 compared with ���3. For at least some
antibodies that recognize RGDL, loss of leucine at
RGD�1 abolishes recognition (see Fig. 15.1) [80].Thirty
type O and eight type A field isolates had leucine at
RGD�1. By contrast, five SAT-2 isolates had arginine, two
Asia-1 isolates had methionine, and one Asia-1 isolate had
leucine [62]. These and other data suggest that most
serotypes have leucine at RGD�1 and perhaps a higher
affinity for �5�1. SAT-2 may either have greater affinity for
���3 or its binding may be conditioned by amino acid vari-
ants at other sites.

In another study, Jackson et al. [63] analyzed FMDV bind-
ing to a different integrin, ���6.This integrin binds relative-
ly few host ligands and depends on an RGDLXXL motif
with leucines at RGD�1 and RGD�4. Most FMDV isolates
have leucines at those two positions. ���3 does not have
stringent requirements at those sites, suggesting that ���6

may be an important natural receptor.Overall, RGDLXXL
binds to the widest array of integrins, at least over those stud-
ied so far, although relative affinities for different integrins
may be modulated by substitutions at RGD�1 and perhaps
other sites. It would be interesting to sample isolates from
various host tissues that differ in the densities of the various
integrin receptors and analyze whether any substitutions
appear relative to isolates in other body compartments of the
same host.

Viral success in different cell types or in different hosts
may depend on variations in nonstructural genes that do
not mediate binding and entry to host cells. For example,
Nunez et al. [95] serially passaged FMDV in guinea pigs.
FMDV does not normally cause lesions in guinea pigs, but
after serial passage, viral variants arose that caused disease.
Among the several amino acid substitutions that arose dur-
ing passage, a single change from glutamine to arginine at
position 44 of gene 3A provided virulence.The function of
3A in FMDV is not known. In poliovirus, a distantly relat-
ed picornavirus, 3A plays a role in virus-specific RNA syn-
thesis.These studies show the potential power of experi-
mental evolution in studying evolutionary forces,
particularly when combined with analysis of naturally
occurring variation.
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Fig. 15.1. Amino acid sequence in the central region of the VP1
GH loop of FMDV. The start and stop numbers label amino acid
positions.The box shows the RGD motif at positions 141–143.The
monoclonal antibody SD6 recognizes the continuous epitope
defined by the underlined positions. Black triangles show positions
at which most replacement amino acids greatly reduce binding by
SD6; in other words, a single replacement at any of these sites cre-
ates an escape mutant.The white triangles denote positions that can
tolerate certain amino acid replacements without greatly affecting
antibody binding. Unmarked positions in the epitope can vary
without much change in binding. The letters above the sequence
summarize the escape mutants of C-S8c1 (original line); letters
below the sequence summarize escape mutants of C-S8c1p100
(passaged line). Letters denote amino acids according to the standard
single-letter code. Redrawn from [80].



15.5.4 Fitness Consequences of Substitutions
Antibody escape mutants are typically isolated in one of two
ways. First, pathogens may be grown in vitro with antibodies.
This creates selective pressure for substitutions that escape
antibody recognition. Second, naturally occurring variants
from field isolates may be tested against a panel of antibodies.
Certain sets of antibodies may bind most isolates, allowing
identification of those variants that differ at commonly rec-
ognized epitopes.

Escape variants gain a fitness advantage by avoiding anti-
body recognition targeted to important epitopes. However,
those pathogen epitopes may also play a role in binding to
host cells, in release from infected cells, or in some other
aspect of the pathogen’s life cycle. Functional and structural
studies of amino acid substitutions provide one method of
analysis.That approach has the advantage of directly assessing
the mechanisms by which amino acid variants affect multiple
components of parasite fitness, such as escape from antibody
recognition and altered host attachment characteristics.
Although functional and structural approaches can directly
measure binding differences caused by amino acid substitu-
tions in different genetic backgrounds, they cannot provide a
good measure of all the fitness consequences associated with
changes in genotype.

Carrillo et al. [26] used an alternative approach to analyze
the consequences of amino acid substitutions. They studied
the relative fitnesses in vivo of a parental FMDV genotype and
three mutant genotypes derived from the parental type.They
measured relative fitness by competing pairs of strains within
live pigs.The parental type, C-S8c1, came from a C serotype
isolated from a pig. The first monoclonal antibody-resistant
mutant, MARM21, arose in a pig infected with C-S8c1.
MARM21 differs from C-S8c1 by a single change from ser-
ine to arginine at VP1 139 (Fig. 15.1), providing escape from
the monoclonal antibody SD6.The second mutant, S-3T1,
came from a blood sample of a pig 1 day after experimental
inoculation with C-S8c1. That isolate had a single change
from threonine to alanine at VP1 135 (Fig. 15.1). Only one
of 58 monoclonal antibodies differentiated between the
parental type and S-3T1, and the difference in affinity was
small.This supports the claim in Figure 15.1 that position 135
is not strongly antigenic.The third mutant, C-S15c1, derived
from a field variant of type C1 isolated from a pig. This
mutant type had eight amino acid differences in VP1 com-
pared with C-S8c1. C-S15c1 did not react with monoclonal
antibody SD6.

One of the three mutants was coinoculated with the
parental type into each experimental pig.Two replicate pigs
were used for each of the three pairs of mutant and parental
types. Fever rose 1 day after infection and peaked 2 or 3 days
post infection. All animals developed vesicular lesions 2–4
days post infection. For each animal, between two and seven
samples were taken from lesions, and the relative proportions
of the competing viruses were assayed by reactivity to mon-
oclonal antibodies.The small sample sizes do not allow strong

conclusions to be drawn. Rather, the following two results
hint at what might be learned from more extensive studies of
this sort. First, the parental type strongly dominated
MARM21 in all seven lesions sampled from the two experi-
mental animals, comprising between 80% and 94% of the
viruses in each lesion. The MARM21 mutation appears to
confer lower fitness in vivo, at least in the two animals tested.
The lower fitness may arise because the mutant was cleared
more effectively by antibodies, bound less efficiently to host
cells, or had reduced performance in some other fitness com-
ponent.Second, S-3T1 abundance relative to the parental type
varied strongly between lesions. In the two lesions analyzed
from one animal, the parental type comprised 67 � 3.4% and
3.2 � 1.5% (mean � standard deviation). In the other ani-
mal, the three lesions analyzed had parental-type percentages
of 75 � 4.1%%, 25 � 2.8%, and 5.9 � 1.2%. Differences in
dominance between lesions also occurred between C-S15c1
and the parental type.Variations in dominance may arise from
stochastic sampling of viruses that form lesions, from differ-
ences in tissue tropism, or from some other cause.Further
studies of this sort may provide a more refined understanding
of the multiple fitness consequences that follow from partic-
ular amino acid changes, their interactions with the genetic
background of the virus, the role of different host genotypes,
and the effect of prior exposure of hosts to different antigenic
variants.

15.6 MEASURING SELECTION WITH
POPULATION SAMPLES

Experimental evolution provides insight into kinetic and
mechanistic aspects of parasite escape from host immunity.
Such experimental studies clarify selective forces that influ-
ence change at certain amino acid sites. But experimental
studies provide only a hint of what actually occurs in natural
populations, in which selective pressures and evolutionary
dynamics differ significantly from those in controlled labora-
tory studies. It is important to combine experimental insights
with analyses of variation in natural populations. In this sec-
tion, I discuss how population samples of nucleotide
sequences provide information about natural selection of
antigenic variation.I focus on themes directly related to the
goal of this chapter – the synthesis between different kinds of
biological analyses. In particular, I show how analysis of pop-
ulation samples complements studies of molecular structure
and experimental evolution. Several books and articles review
the methods to analyze population samples and the many dif-
ferent types of applications [23,34,56,60,68,76,91,93,94,98
–100,113,147].

15.6.1 Positive and Negative Selection
The genetic code maps three sequential nucleotides (a
codon) to a single amino acid or to a stop signal.The four dif-
ferent nucleotides combine to make 43 	 64 different
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codons.The 64 codons specify 20 different amino acids plus
a stop signal, leading to an average of $64/21 � 3 different
codons for each amino acid or stop signal. This degenerate
aspect of the code means that some nucleotide substitutions
do not change the encoded amino acid or stop signal.
Nucleotide substitutions that do not cause an amino acid
change are called synonymous; those that do change the
encoded amino acid are called non-synonymous. Synonymous
substitutions do not affect the amino acid sequence and
therefore should not be affected by natural selection of phe-
notype. By contrast, non-synonymous substitutions can be
affected by selection because they do change the encoded
protein. If there is no selection on proteins, then the same
forces of mutation and random sampling influence all
nucleotide changes, causing the rate of non-synonymous
substitutions, dn, to equal the rate of synonymous substitu-
tions, ds [76,93,100].

When natural selection favors change in amino acids, the
non-synonymous substitution rate dn rises. Thus, dn 
 ds

measured in a sample of sequences implies that natural selec-
tion has favored evolutionary change. This contribution of
selection to the rate of amino acid change above the back-
ground measured by ds is called positive selection. Parasite epi-
topes often show signs of positive selection as they change to
escape recognition by host immunity [147].

By contrast, negative selection removes amino acid
changes, preserving the amino acid sequence against the
spread of mutations. Negative selection reduces the non-syn-
onymous substitution rate, causing dn � ds.The great major-
ity of sequences show negative selection, suggesting that most
amino acid replacements are deleterious and are removed by
natural selection. In cases where positive selection does occur,
the non-synonymous replacements often cluster on protein
surfaces involved in some sort of specific recognition. In these
positively selected proteins, amino acid sites structurally hid-
den from external recognition often show the typical signs of
negative selection.

15.6.2 Positive Selection to Avoid Host
Recognition
Many examples of positive selection come from genes
involved in host–parasite recognition [40,60,147]. These
sequence analyses provide information about how selection
has shaped the structure and function of proteins. For exam-
ple, one may combine analysis of positive selection with
structural data to determine which sites are exposed to anti-
body pressure. In the absence of structural data, sequences can
be used to predict which sites are structurally exposed and
can change and which sites are either not exposed or func-
tionally constrained. I briefly summarize one example.

The tick-borne protozoan Theileria annulata causes disease
in cattle [52]. The surface antigen Tams1 induces a strong
antibody response and has been considered a candidate for
developing a vaccine. However, Tams1 varies antigenically;
thus studies have focused on the molecular nature of the vari-
ability to gain further insight.The structure and function of

Tams1 have not been determined.Recently, Gubbels et al.
[52] analyzed a population sample of nucleotide sequences to
predict which domains of Tams1 change in response to host
immunity and which domains do not vary because of struc-
tural or functional constraints. They found seven domains
with elevated rates of non-synonymous substitutions com-
pared with synonymous substitutions (Fig. 15.2), suggesting
that these regions may be exposed to antibody pressure. Some
domains had relatively little non-synonymous change, indi-
cating that structural or functional constraints preserve amino
acid sequence.These inferences provide guidance in vaccine
design and point to testable hypotheses about antigenicity
and structure.

15.6.3 Phylogenetic Analysis of Nucleotide
Substitutions
Initial studies of selection often used small numbers of
sequences, typically fewer than 100. Small sample sizes
required aggregating observations across all nucleotide sites to
gain sufficient statistical power. Conclusions focused on
whether selection was positive, negative, or neutral when
averaged over all sites.With slightly larger samples, one could
do a sliding window analysis as in Figure 15.2 to infer the
kind of selection averaged over sets of amino acids that occur
contiguously in the two-dimensional sequence [40].Major
changes in binding and antigenicity often require only one or
a few amino acid changes [45].The analytical methods that
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Fig. 15.2. The seven peaks identify the major regions of positive
selection in the Tams1 protein.The 18 sequences analyzed in this fig-
ure have about 870 nucleotides. The analysis focused on a sliding
window [40] of 60 nucleotides (20 amino acids). For each window
shown on the x-axis, the numbers of non-synonymous and synony-
mous nucleotide substitutions were calculated by comparing the 18
sequences.The y-axis shows the strength of positive selection meas-
ured as follows. For each window of 60 nucleotides, each pair of
sequences was compared. Each paired comparison was scored for the
statistical significance of positive selection based on the numbers of
non-synonymous and synonymous changes between the pair, with a
score of zero for nonsignificant, a score of 1 for significant, and a
score of 2 for highly significant. The maximum score is twice the
number of comparisons; the actual score is the sum of significance
values for each comparison; and the percentage of the maximum is
the actual divided by the maximum multiplied by 100. From [52].



aggregate over whole sequences or sliding windows often fail
to detect selection at the scale of single-site substitutions,
which appears to be the proper scale for understanding anti-
genic evolution.Recently, larger samples of sequences have
provided the opportunity to study the rates of synonymous
and non-synonymous substitutions at individual nucleotide
sites. Each individual substitution occurs within a lineal his-
tory of descent, that is, a change occurs between parent and
offspring. To study each substitution directly, one must first
arrange a sample of sequences into lineal relationships by
building a phylogenetic tree. From the tree, one can infer the
nucleotide sequence of ancestors, and therefore trace the his-
tory of each nucleotide change through time.Each
nucleotide change can be classified as synonymous or non-
synonymous. For each amino acid site, one can sum up the
numbers of synonymous and non-synonymous nucleotide
changes across the entire phylogeny and derive the associated
rates of change. With appropriate statistics, one determines
for each amino acid site whether non-synonymous changes
occur significantly more or less often than synonymous
changes [24,53,87,134,142,147].The concepts of measuring
positive and negative selection remain the same. However, for
the first time, the statistical power has been raised to the point
where analysis of population samples provides significant
insight into the evolution of antigens. The power derives
from studying the relative success of alternate amino acids at
a single site. Important selective forces include the amino
acids at other sites as well as binding properties to host
immune molecules and other host receptors.

Haydon et al. [54] analyzed selection on individual amino
acid sites of FMDV. Most sites showed mild to strong nega-
tive selection, as usually occurs. At 17 sites, they found evi-
dence of significant positive selection.Twelve of these posi-
tively selected sites occurred at positions that had previously
been observed to develop escape mutants in experimental
evolution studies that imposed pressure by monoclonal anti-
bodies. The other five sites indicate candidates for further
experimental analysis.

Haydon et al.’s [54] study of natural isolates gives further
evidence that a small number of amino acid sites determines a
large fraction of antigenic evolution to escape antibody recog-
nition.The combination of analyses on structure, experimen-
tal evolution, and natural variation provide an opportunity to
study how complex evolutionary forces together determine
the evolutionary dynamics of particular amino acids.

15.6.4 Predicting Evolution
Studies on positive selection in FMDV [54] and HIV [146]
could not correlate amino acid substitutions at particular sites
with the actual success of the viruses. In each case, selection
was inferred strictly from the patterns of nucleotide substitu-
tions in a sample of sequences.

Bush et al.’s [24] study of influenza takes the next step by
associating particular amino acid substitutions with the suc-
cess or failure of descendants that carry the substitutions.
Influenza allows such studies because sequences have been

collected each year over the past several decades, providing a
history of which substitutions have led to success over
time.The influenza data can be used to predict future evolu-
tion by two steps. First, previous patterns of substitutions and
the successes of associated lineages suggest which amino acid
sites contain variants that enhance fitness. Second, new vari-
ants arising at those key sites are predicted to be the progen-
itors of future lineages. Bush (this volume) discusses these
methods applied to the influenza data.

15.7 SHAPE, CHARGE, BINDING KINETICS, 
AND EVOLUTION

The molecular shape and charge of host and parasite mole-
cules influence binding of those molecules, which defines the
nature of host–parasite recognition. Binding reactions deter-
mine the course of infection within each host, and the advan-
tages and disadvantages of different antigenic variants of the
parasite.Those advantages and disadvantages set the course of
success for the different variants, changing the frequency of
variants over time and space and determining the evolution
of antigenic variation.

ABBREVIATIONS

AIDS: Acquired immunodeficiency syndrome
CTL: Cytotoxic T lymphocyte
FMDV: Foot-and-mouth disease virus
HCV: Hepatitis C virus
HIV: Human immunodeficiency virus
Mabs: Monoclonal antibodies
MHC: Major histocompatibility complex
NK: Natural killer
PfEMP1: Plasmodium falciparum erythrocyte membrane

protein
SIV: Simian immunodeficiency virus

GLOSSARY

Antigen:A molecule that induces an immune response.

Antigenic variation: Molecular variation between individual
parasites in a particular antigenic molecule, usually a specific
host immune response directed against one variant does not
recognize other variants as well.

Archival copies: Different genetic loci that store and do not
express variant genes for an antigenic molecule.

Bacteremia:The presence or amount of bacteria in the blood.

Cross-reaction: The reaction of an antibody with an antigen
other than the one that gave rise to it.

Cytoadherence: Strength of binding by a parasite to the surface
of host cells.
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Cytokine: Molecules secreted by certain cells of the immune
system that have an effect on other cells.

Epitope, continuous, and discontinuous: The part of an antigen
molecule to which an antibody attaches itself; continuous if
the epitope is composed of a linear sequence of amino acids
in the protein chain; discontinuous if, during protein folding,
the epitope forms from disparate parts of the amino acid
sequence.

Escape mutant:A genetic variant of a parasite epitope in which
the original type was recognized by a particular host immune
response and the mutant is not.

Glycosylation:The addition of molecular sugar components to
a protein, sometimes protects an antigen from being recog-
nized by the host immune response.

Macrophage:An immune cell that devours invading pathogens;
stimulates other immune cells by presenting them with small
pieces of the invader.

MHC class I: Molecules of the major histocompatibility com-
plex that bind small peptides within cells and then present the
MHC–peptide complex on the surface of cells for interaction
with T cells; class I can stimulate cytotoxic T lymphocytes.

Monoclonal antibodies:An antibody produced by a single clone
of cells and consisting of identical antibody molecules.

Parasitemia:The presence or amount of parasites in the blood.

Polyclonal antibodies:An antibody produced by a multiple dis-
tinct clones of cells and consisting of diverse, distinct anti-
body molecules.

Receptor:A particular molecule on a host cell surface to which
a parasite binds.

Site-directed mutagenesis: Experimentally controlled mutation
to a particular part of a gene, causing a mutational change in
the targeted amino acid.

Tropism, cell:Tendency of a particular parasite variant to bind
to a particular kind of cell.

Viremia:The presence or amount of viruses in the blood.
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